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1 Introduction
1.1 Definitions, Acronyms and Abbreviations

The terms "device", "terminal" or "handset" are used synonymously to the term “Mobile Equipment” as specified and defined by 3GPP.
Make: Terminal Equipment Manufacturer known by Marketing Brand name.
APC
Automatic Provisioning & Configuration
ATI
Any Time Interrogation

ADD
Automatic Device Detection

CS
Circuit Switched

CuC
Customer Care

DB
Database
DCR
Device Capability Repository
DMS
Device Management System

EAP-SIM
Extended Authentication Protocol - SIM

EOS
End of Subscription
FAC
Final Assembly Code

FOTA
Firmware Upgrade over the Air
IMEI
International Mobile Equipment Identity

IMEISV
IMEI Software Version

IMSI
International Mobile Subscriber Identity

LAN
Local Area Network

MAP
Mobile Application Part

MCC
Mobile Country Code

MMS
Multimedia Messaging Service

MMSPA
MMS Provisioning Application

MNC
Mobile Network Code

MSISDN
Mobile Subscriber ISDN

MVNO
Mobile Virtual Network Operator

OTA
Over the air

POS
Point of Sales
PS
Packet Switched

SNR
Serial Number

SV
Software Version

TAC
Type Approval Code

WAP
Wireless Application Protocol
SCM
Swisscom Mobile AG

SMSC
Short Message Service Centre

WAN
Wide Area Network
WiFi
Wireless Fidelity
WLAN
Wireless LAN (IEEE 802.11x)
1.2 References
The following documents contain provisions, which, through reference in this text, constitute provisions of the present document.

· References are either specific (identified by date of publication, edition number, version number, etc) or non-specific.

· For specific reference, subsequent revisions do not apply.

· For a non-specific reference, the latest version applies.

[1]
Security Policies SCM_e.pdf
[2]
GeoProbe – System Feature Documents Version 5.3

[3]
DMS Machine To Machine Interface Specification IFS-SAT 02:029

[4]
SIS-Client_DevGuide_v210

[5]
CORBA-Client_DevGuide_v210

[6]
3GPP TR 21.905
1.3 Purpose of this Document 

The scope of the present document is limited in describing the High Level Functional Requirements of the APC Platform keeping in view the Business Requirements, Use Cases and outcome of SCM Internal IT workshops.

This document specifies the requirements needed for the design of the APC platform, selection of the products and their vendors, integration within SCM service environment and the implementation of the APC functionality within the scope of APC project.

In no case the document defines or attempts to define the implementation details of the APC system.

1.4 Purpose of the Project

1.4.1 Project Name
The project working Title is “APC – Automatic Provisioning & Configuration” hereby referred as APC.
1.4.2 Generic Business Requirements

The APC Project is intended to provide “Ready to Use” devices to SCM subscribers who take a new subscription with a new terminal or to existing subscribers who change their terminals provided the terminal is not pre-configured by SCM Logistic partner. “Ready to Use” implies configuring the device over the air (OTA) for services like MMS, WAP and Email etc. as per SCM settings.
In case of a new subscription the APC platform SHALL trigger provisioning of the subscriber for MMS service on the MMSC.

The APC platform is intended to provide a front-end or be integrated with SCM customer care front end so that customer care agents can see in real time the terminal used by a SCM subscriber along with the image of the terminal with other terminal attributes to increase customer support process efficiency and effectiveness.

The APC platform is also intended to be integrated with SCM self-care front-end infrastructure so that SCM subscribers can automatically view their used device help pages, image, manuals, etc. upon logging on to their self care portal on internet.
In general APC is seen as a brick block to uphold SCM USP of “Service Quality” as is the stepping stone in providing a terminal management solution to SCM customers.

1.4.3 Overview of the APC platform and functionality
The vision of the APC Platform is that of a real-time subscriber device capability repository which contains the terminal identification of SCM subscribers in real time and the corresponding device capabilities of the used device. 
The APC platform detects the terminals registering on the SCM network at power on of the device.
In future the APC platform is also foreseen to detect terminals registering on SCM Public Wireless IP network (eg. P-WLAN) using EAP-SIM Authentication.

The functionality of the APC platform extends beyond the concept of a traditional repository to an intelligent system with configurable Business Logic identifying new subscribers and/or terminals camped on the SCM network and if required triggering external systems/events for additional service delivery intended for the customer.

E.g. of external service delivery systems triggered by APC as conceived today are like OTA device configuration, provisioning of subscribed services like MMS, FOTA, etc.

In a classical repository concept the platform is queried by external service delivery systems to find out the current device capabilities of the subscribers to provide an optimized and/or ubiquitous service.

E.g. of external service delivery systems querying APC as conceived today are like pro-active content adaptation for MMS/WAP, rendering, efficient self care systems, etc.
The classical repository concept on the PULL interface is envisaged to be extended even further so that a service on requesting information from this interface might request a trigger on the PUSH interface also.
E.g. of such an external service is MMSPA which can fetch device related info and request OTA configuration to be sent via the PUSH interface.
1.5 Scope of the APC Project
APC focuses on extracting IMEI(SV), IMSI and MSISDN out of the core network. Depending on changes in this triplet different actions may be triggered either through a built in business logic or interactively through a web-interface. 

Triggered actions are sending configuration data over the air (OTA) and provisioning of the customer in the MMSC. 

In Scope:

· APC needs to store IMEI(SV)-IMSI-MSISDN-triplet.

· APC needs to have capability information about handsets via DCR as an integral part of the platform.
· APC needs to have access to information whether a handset is configured by Swisscom Mobile or not.

· APC needs access to the OTA system and MMSC-provisioning application (MMSPA).

Out of Scope:

· MMSC handling is not part of APC.

· OTA-procedure is not part of APC.
1.6 Logical Architecture of APC
Deriving from the platform vision the logical components of the system has been identified by SCM as follows, depicted in the diagram below.
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Figure 1: APC logical architecture

1.6.1 SCM-preconfigured IMEI DB
This is a SCM internally maintained repository which is updated at regular intervals by SCM logistic partner with the IMEI list of all terminals flowing through the SCM logistic process. These terminals are usually pre-configured with a probability above 0.99 and the system is updated when terminals leave the logistic channel to be dispatched to Point of Sales (POS).

The APC platform is intended to query this database to find out if a newly registered terminal is SCM pre-configured or not. This query SHALL be made only once upon detection of a new IMEI and the information SHALL be stored on the APC platform for future reference to Business Logic by implementation of appropriate flag correlated to the IMEI.

Access to this Database will be over standard DB access over SCM WAN.

In case the database access interface changes or gets modified the resource adapter on APC platform for accessing this SHALL be replaceable with absolute minimum impact on the platform and its functionalities.

Information elements available from this DB are depicted in the table below. The APC platform is only supposed to flag if the device was SCM preconfigured or not. No other information element needs to be stored in the APC system.

[image: image1.emf]IMEI-Nummer Verkaufsdatum GarantiedauerVerkaufsIDMaterialnummer Materialbezeichnung

35987654123698513.10.2004 09:06 12 797553891 81884 NOKIA 6820 DEUTSCH

35698741254789613.10.2004 09:12 12 794010772 81886 NOKIA 6820 ITALIENISCH

35698712369147813.10.2004 09:14 12 786005895 78801 SONYERICSSON T230 STEEL BLUE

35698756326987413.10.2004 09:32 24 794101788 79805 MOTOROLA V525

35123212365236513.10.2004 09:17 12 793530719 70686 NOKIA 3410

35698745632145613.10.2004 09:40 12 793111563 83095 MOTOROLA MPX200

35642369853214513.10.2004 09:38 12 796458255 74241 NOKIA 6100 LIGHT BLUE


1.6.2 Subscriber Information System (SIS)
This is SCM internally maintained repository containing subscription related information of SCM active subscribers and is synchronized with HLR dumps at regular intervals. The SIS platform is connected to SCM Subscriber Contract Management system and reflects newly activated contracts in real time.
The APC platform is intended to query this system on receiving a trigger from the network with a new IMSI-IMEI(SV) mapping. 

The result of the query with IMSI as key shall be the MSISDN of the subscriber, his preferred language "en", "de", "fr" or "it" and subscription type e.g. Post Paid, Pre-Paid. This MSISDN information must be stored within the APC Platform as a triplet of IMSI-IMEI(SV)-MSISDN. For customer interaction and service delivery the preferred language as received from SIS SHALL be used.

The APC platform SHALL NOT query this platform on every trigger with the exception of a newly detected IMSI-IMEI(SV) mapping.
In case the APC platform receives trigger from the network containing the MSISDN of the subscriber as a part of 3GPP R6 – ADD functionality, SIS SHALL be queried only for information elements as configured other than MSISDN.
At configurable intervals or on manual command the APC platform SHALL be able to synchronize with SIS to move deactivated subscribers to a new table within APC or to accommodate any changes in MSISDN and/or IMSI since the period of last query to SIS. This data from this new table CAN be exported to CRM system for lost customer analysis as a part of Business Intelligence.
In case APC platform receives EOS notification from HLR as a part of 3GPP R6 – ADD functionality this synchronization with SIS SHALL NOT be done unless configured explicitly.
The APC platform SHALL be configurable to query any other information elements from SIS and these information elements CAN be used as an input for Business Logic. E.g. of such Information elements might include “Subscribed Services”, etc.

Access to this database will be over CORBA BUS over SCM WAN.

In case the database access interface changes or gets modified the resource adapter on APC platform for accessing this SHALL be replaceable with absolute minimum impact on the platform and its functionalities.

Since the SIS is the Customer Repository for all SCM customers, the APC platform SHALL be able to update SIS with IMEI(SV) and model name of the subscriber when changed.
1.6.3 Device Capability Repository (DCR)
This repository is considered to be an integral part of the APC platform although depicted as logically segregated.

The Device Capability Repository is intended to hold the service relevant device features like:
· TAC – Model Name map

· Terminal Image

· OTA WAP capability

· OTA MMS capability

· OTA GPRS/CSD capability

· User agent profile

· WAP version

· MMS version

· GPRS capability

· 3GPP Release Compliance (R99+, R4 etc.)
· OS Information

· Etc. 
In addition the DCR SHALL have an exhaustive table, containing, the mapping of TAC code to make and model name of devices till date of delivery.
All device related information elements stored per device basis SHALL be updated at regular intervals automatically from the central repository by the supplier of the APC platform before the terminal is launched in market.

The supplier of the APC platform SHALL be responsible for the authenticity of the supplied information.
SCM SHALL be able to add their own information element per device basis according to need or automatically synchronize the server with SCM’s own device repository known as EGDB (Endgeräte-Datenbank).

1.6.4 Device Detection Interface
The device detection interface is intended to receive trigger from the GSM/UMTS network to detect device registrations at power on of the device. 
For GSM/UMTS network the APC platform SHALL be able to detect by sniffing on the SS7 F and Gf interface. Alternatively, it can also receive triggers over IP from Geoprobe INET® installed at SCM sniffing on the above mentioned interfaces for Check_IMEI with IMSI message, ASN.1 description of which is given below.
As an alternative to sniffing solution the device detection interface can also act as a Signaling End Point providing complete EIR functionality or emulating the EIR within the scope of APC.
Check_IMEI with IMSI
Operation Code=43
Class=1
CheckIMEI ::= OPERATION
PARAMETER SEQUENCE {
IMEI
IMEI
Imsi
(PRIVATE 1)
IMSI OPTIONAL }
RESULT
equipStatus
EquipStatus
ERRORS
{UnknownEquipment,
 SystemFailure,
 UnexpectedDataValue}
The APC platform SHALL support either of these two options to receive the device registration trigger from GSM/UMTS network on F and Gf interface.
In addition the APC platform SHALL be able to receive triggers from the network (HLR and SGSN) in accordance with 3GPP R6 – ADD functionality.

The APC platform SHALL be able to handle both IMEI and IMEISV depending on the extraction mechanisms used.

The APC platform SHALL be able to resolve MCC MNC from the IMSI to determine if the subscriber is from SCM, MVNO or Inbound roamers if receiving the device registration information on F & Gf Interface.
In addition, the Device Detection Interface SHALL be able to detect the Roaming Status, User Status of the user my means of 3GPP – ATI or some other means as per configuration settings based on Business Logic. The result of this query SHALL act as an input for action in the Business Logic.
In future the Device Detection Interface CAN be extended to sniff on other appropriate links like Gb or Gn interfaces to detect for example incorrect device configurations. Examples of such incorrect device configurations are improper APN, WAP GW, MMS Server etc.
The APC platform in future CAN also be integrated with the PWLAN authentication and authorization infrastructure to receive triggers for devices registering on PWLAN network.

The APC platform SHALL be compatible to accommodate these changes with bare minimum impact on the platform & functionality and support individual Interfaces for each of the network environment described above.
1.6.5 Triplet Repository
The triplet repository is a core element of the APC platform that stores the triplet of MSISDN-IMSI-IMEI(SV) mapping per SCM subscriber basis.
The triplet repository SHALL store the last 10 used IMEI(SV) of the subscriber along with the date and time.

In case the subscriber has multiple SIM the repository SHOUD store the multiple IMSI used by the subscriber along with the primary MSISDN.

The repository SHALL store separately the IMSI-IMEI(SV) mapping of MVNO and inbound roamers along with date and time.

The Repository SHALL store all requests for OTA, MMSC provisioning and Welcome MMS with date and time for statistical purposes. Deleted MSISDN and IMSI SHALL also be stored in separate tables for Business Intelligence purposes.
All data stored in the Repository SHALL be exportable over a standard database interface.
1.6.6 Business Logic

Business Logic is an integral part of the APC platform and SHALL be completely flexible and configurable.
The input to Business Logic CAN be any combination of available parameters/information elements from interfaces 1-4 as mentioned above.
The output of the Business Logic SHALL be an action of interface 7, described below with any configurable combination of parameters available from interface 1-4, described above.

The Business Logic SHALL be configurable through a user friendly GUI and/or simple textual script with support for all logical operands.

The following Business Logic SHALL be supported to minimum:
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Figure 2: Business Logic
1.6.7 External Push Interface

This interface is intended to be used by the APC platform to trigger external systems and services based on the Business Logic for any event satisfying the criterion. For example if the APC platform detects a new terminal it can use this interface to trigger OTA settings and provision the subscriber for MMS.

The APC platform SHALL support integration of resource adapters for various external push interfaces according to the application and supported protocol with no impact on the system architecture.
The APC platform SHALL support trigger on this external push Interface according to the Business Logic described above.

Examples of push interfaces that will be integrated in Phase 1 are OTA DMS Aepona, MMSPA (SCM proprietary application).
The APC platform SHALL provide an interface for MMSC Provisioning and OTA Provisioning requests as described.

1.6.8 External Pull Interface

The APC is intended to be queried by external systems and application over this interface using MSISDN, IMSI, TAC or IMEI(SV) as the key. Terminal model name like "Sony Ericsson T610" CAN also be a key.
Depending on the requested information elements the APC platform SHALL query interfaces 1-4 as described above to extract other information elements not present in triplet repository.

Query from an external entity CAN also indicate the APC platform to send OTA configuration via DMS. In such case queries on interface 8 SHALL also result in a trigger on interface 7.

The APC platform SHALL have configurable access restriction with authentication and authorization to screen systems and services querying services across this interface.
The APC platform SHALL support generic database access for bulk exportation of Data by external systems across this interface.
1.7 Execution of APC in 2 phases

The first phase includes IMEI(SV)-Extraction and Integration with MMSPA (for MMS provisioning) and OTA DMS (for configuring MMS, WAP and GPRS). This sets the base for further data services to be provided in later phases (e.g. Streaming, Mail). Depending on the time frame the customer care integration may be postponed to a second phase

1.8 How to fill out this Technical Requirement Document

The standard requirement box looks as shown below. Every requirement has a unique reference number (Ref.-No.) and a title. In the Text field is the description of the requirement.

	Ref.-No.
	Title
	C.
	

	Text
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	Field
	Description

	Ref. No.
	SCM internal reference number (must not be changed by vendor)

	Title
	Title of the requirement (must not be changed by vendor)

	Text
	Detail requirement (must not be changed by vendor).

	Remark
	Additional comments from vendor such as planned for next release, other solution or details of partly compliant requirements.

	C.
	Compliant: If the vendor’s solution, in the offered release, is fully compliant with this requirement, tick for full compliance. No restrictions shall be accepted if checked.

	P. C.
	Partly Comply: If the vendor’s offered solution is not 100% compliant with this requirement, tick for partial compliance: In the field "Remark" a statement of the difference(s) to the original requirement is requested and the restrictions that apply.

	N. C.
	Not Comply: This is the field for the case when the vendor’s offered solution is not compliant with this requirement. A remark is optional.


2 Requirements concerning the APC functionality and architecture
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APC Use Cases
Table 1: APC use cases
Requirements:
	2.1.1
	Swisscom Mobile Subscribers
	C.
	X

	The APC platform supports all the above mentioned use cases as described in Table 1 to minimum (excepting Welcome MMS) with no restrictions.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	The solution will provide a business logic based on Application Building Blocks supporting all the use cases, Resource Adaptors for CORBA, HTTPS, JDBC for the database and the Push interfaces as well as Resource Adaptors for MAP enhanced check IMEI, GeoNet Sniffing and MAP ATI (Mobility) for the network interfaces.

Resource adaptors for MMS/WAP/SMS generic messaging are not included but available on demand as part of the jNETx base product.


	2.1.2
	MVNO Subscribers
	C.
	X

	The APC Platform resolves MCC and MNC to detect any MVNO subscribers registering on SCM network and stores the IMSI-IMEI(SV) mapping with date and time with no restrictions. 
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	Resolving MNC, MCC and appropriate business logic handling is supported.


	2.1.3
	Inbound Roamers
	C.
	X

	The APC platform resolves MCC and MNC to detect any Inbound roamers registering on SCM network and stores the IMSI-IMEI(SV) mapping with date and time with no restrictions.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	See above.


	2.1.4
	Outbound Roamers
	C.
	X

	Depending on the network detection Interface the APC platform SHALL be able to detect SCM outbound Roamers with VPLMN MCC and MNC resolution.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	The solution includes the Mobility Service Enabler supporting ATI building block which can be used in the business logic.


2.2 Architecture
	2.2.1
	Modular Architecture
	C.
	

	The vendor is requested to describe their current APC platform architecture with particular emphasis to show how the system is modular and extensible with respect to logical interfaces as described in Section 1.6 and how resource adapters are interchange able with no impact on system architecture across 1-8.
Description should not exceed 2 A4 pages and a maximum of 2 Figures.

(Compliance statement not required)
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	The core component of the solution is the jNETx Open Convergent Feature Server (OCFS) handling business logic and interface resource adapters.
Following picture gives an overview about the functional architecture:
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Supplementary, a database component provides persistent data repository as well as the strongly coupled applications for interface 8.

The OCFS JAIN SLEE standards based solution provides flexibility on following levels:
· HW architecture supporting cluster and multi-tier architectures for distributed processing of business logic and resource adapter applications.
· Resource adapter abstraction supporting interface implementations based on different layers of the protocol stack according the specific needs of the solution. As for typical telecom protocols, the top layer represents the OSA/Parlay service capabilities providing an abstraction layer for e.g. call control and user interaction based on different protocols but the jNETx solution additionally gives the flexibility to access underlying layers of the stack. Similar mechanisms are used for other, project related interfaces.
· Telecom Service Studio (TSS) supporting standard Ecplise based JAVA development facilities and additionally provides a graphical service creation environment using ABB (Application Building Blocks). For a description of the APC implementation for business logic and resource adaptors using TSS (Telecom Service Studio) please see also answers to chapter 1.6.6. where the concept of using Application Building Block and level of abstraction is explained.

The combination of these elements makes a extremely flexible and convergent application server for real time and high performance applications.
For further information about HW architecture and layers, please refer to chapter 4.



	2.2.2
	Service Execution Environment
	C.
	X

	The APC platform complies fully with a standard execution environment (J2EE, JAIN SLEE, Ms .Net) and enables to move the business logic of the service from one application server to another one supporting the same standard with no restrictions.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	The core component of the solution, the jNETx OCFS is JAIN SLEE standards based. The supplementary element providing the database applications is based Oracle J2EE application server technology.


	2.2.3
	Future Evolution
	C.
	X

	The vendor is requested to provide complete descriptions, roadmaps and evolution plans for all supported features/functionalities. 
Description should not exceed 2 A4 pages and a minimum of a diagrammatic Rod Map.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	jNETx Open Convergent Feature Server (OCFS):

The jNETx Open Convergent Feature Server is the primary subsystem of the jNETx solution providing a JAIN Service Logic Execution Environment. A description of the main functional layers of the Feature Server is described below.

JAIN Service Logic Execution Environment (SLEE):

The jNETx SLEE is a carrier-grade component container that provides the infrastructure framework for the Feature Server. The SLEE binds together network applications, optionally an OSA Parlay gateway, Platform Resources, network resource adaptors, and protocol stacks. The SLEE infrastructure consists of the SLEE Application Server, Fault Tolerant Framework (FTF), and High Speed Messaging Bus (HSB).

The SLEE Server is a carrier-grade, distributed application server that provides asynchronous process management of services.
Service Enablers / Resource Adaptors:

RAs  map the functionality provided in complex telecommunication and IP protocols into a set of APIs or resource adapteradaptors.  jNETx supports standard public resource adapter adaptors such as the JAIN APIs and provides a methodology to configure custom resource adapter adaptors for proprietary network protocol agents.  These APIs are exposed in the JAIN SLEE and can be used to create very efficient services that require fault tolerant, asynchronous processing.
The following table summarizes the protocols and  interfaces supported by the jNETx OCFS.

Capability
Underlying protocols

Description

Call Control-basic, multi-party, multi-media and conferencing

AIN,  INAP, CAP I, II

SIP, SDP

Call management: monitor states of active calls; initiate a call; answer a call; release a call

User Interaction

AIN, INAP, CAP I, II, SMPP, SMTP 

SIP, SDP, PAP

Voice announcements, DTMF processing, SMS, USSD, WAP Push

Data Session Control

CAP III, RADIUS, SNMP, 

Enables pre-paid GPRS, data applications

Mobility  (User Status and Location )

MAP, MLP (LIF)

Enables mobility applications

Generic Messaging

MAP, MM7,

SMPP, SMTP, PAP

SMS, USSD, WAP push, MMS

Enables Unified Messaging

Presence and Availability

SIP

Enables different kinds of PAM-based services (Follow-Me, Call Center, etc)

For the APC solution, the mobility features are included for MAP ATI support. The remaining interfaces are customized according the APC requirements and uses the CORBA, HTTP and JDBC support of the application server, respectively an SDK for the MAP protocol agent.
jNETx Telecom Service Studio:
The jNETx Telecom Service Studio (TSS) depicting the operator’s network and IT functions in a GUI environment facilitating the creation and customization of JAIN SLEE services. The TSS helps to create and modify protocol mappings to adapt existing or new service resources to the service layer. This includes a network and terminal simulator for usability, functionality, torture, and soaks testing.
Roadmap of jNETx OCFS – Please refer to documents “2005 Roadmap Summary” and “jNETx_2005_2006_Roadmap_v5”.



2.3 External Interface 1 
	2.3.1
	Description
	C.
	X

	The vendor is requested to describe their current implementation of this external interface in less than 500 words including supported DB interfaces.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	The solution provides configurable application building blocks for JDBC to be used in the business logic. As from a service creation point of view there is no difference between building blocks for service logic and interfaces, please see chapter 1.6.6 Business Logic for further details of using ABBs. 


	2.3.2
	Compliance
	C.
	X

	The system is completely compliant to the functionality on this interface as described in section 1.6 with no restrictions.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	The proposed system fulfils all requirements depicted in section 1.6. However, certain details of implementation will be mutually agreed in the functional spec phase of the implementation project. Certain clarifications are stated in subsequent requirements compliance remarks.


	2.3.3
	Interface 1 - Functionality 1
	C.
	

	The APC platform SHALL query this DB on detecting a new IMEI(SV) over HTTPS with IMEI as the key and SHALL be able to receive all information elements as described in section 1.6 with no restrictions.
	P.C.
	X

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	The implementation to query this kind of preconfigured data considers the existing JDBC resource adapter. In case there is a specific need, this could be changed to use HTTPS alternatively. A change of the resource adaptor means replacing the ABB. In case of resource adapter replacement, this could be handled without any effects on the business logic.


	2.3.4
	Interface 1 - Functionality 2
	C.
	X

	In case the query response is positive the APC platform SHALL assume the IMEI(SV) to be preconfigured by SCM and SHALL flag it accordingly in the triplet repository with no restrictions.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	The appropriate triplet indication is considered. Triplet information is designed to contain a “SCM-preconfigured” flag set or cleared upon first detection of an IMEI.


	2.3.5
	Interface 1 - Functionality 3
	C.
	X

	In case query response is negative the APC platform SHALL assume the IMEI(SV) not to be preconfigured by SCM and shall flag it accordingly in the triplet repository with no restrictions.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	See 2.3.4.


	2.3.6
	Interface 1 - Functionality 4
	C.
	X

	The APC platform SHALL query this DB only once if a new IMEI(SV) is detected with no restrictions.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	Considered in business logic.


	2.3.6
	Interface 1 - Functionality 5
	C.
	X

	The APC platform SHALL query this DB further if requested from external interface 8 requesting other information elements available on this DB but SHALL not store them internally.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	This requirement is considered as supplementary part of the business logic. The only data element stored in the APC is the “preconfigured” flag as requested by 2.3.4 and 2.3.5.


	2.3.6
	Interface 1 - Functionality 6
	C.
	X

	The access protocol across this interface SHALL be interchangeable with any standard DB protocol adapter with no restrictions and no impact on the system.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	Please refer to answer 2.3.3.
Changing the resource adaptor including modification of the business logic means redeployment of the application. This can be done without impact on the system.


	2.3.6
	Interface 1 - Functionality 7
	C.
	

	The APC platform SHALL support to a minimum HTTPS, LDAP, JDBC and ODBC on this interface with no restrictions.
	P.C.
	X

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	As stated in answer to 2.3.3. the implementation considers JDBC. HTTPS adaptor is also part of the solution and could be provided to be used for interface 1 alternatively. LDAP and ODBC resource adaptors are not included in the solution. It is recommended to clarify specific needs for alternative interfaces in a functional specification phase.


2.4 External Interface 2 
	2.4.1
	Description
	C.
	

	The vendor is requested to describe their current implementation of this external interface in less than 1 A4 sheet.
	P.C.
	X

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	The solution provides configurable application building blocks for the SIS client to be used for specific business logic for the required functionality and for supplementary applications. This complies to query for any information element supported and to integrate this into the business logic.
As for the criteria to synchronize with SIS at defined intervals or manually, the business logic would consider this being done permanently to achieve accommodation. The functional specification phase should be used to define specific needs as regards queries of CRM systems and the consequences to the data structure. [WS]


	2.4.2
	Compliance
	C.
	X

	The system is completely compliant to the functionality on this interface as described in section 1.6 with no restrictions.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	A solution specific resource adapter is provided for the SIS DB interface.


	2.4.3
	Interface 2 - Functionality 1
	C.
	X

	The APC platform SHALL be able with query the SIS system over CORBA BUS with IMSI as the key on detecting a new IMSI from the network with no restrictions.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	Supported.


	2.4.4
	Interface 2 - Functionality 2
	C.
	X

	The Information elements to be retrieved from the SIS SHALL be configurable but to a minimum shall include MSISDN, preferred language, subscription type with no restrictions. 

The inclusion of MSISDN SHALL depend on the condition if MSISDN is available directly from network trigger or not.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	Supported.


	2.4.5
	Interface 2 - Functionality 3
	C.
	X

	The APC platform SHALL store the MSISDN of the subscriber if retrieved across this interface in the triplet DB with no restrictions.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	Supported. The in-memory repository update initiates also the update in the persistency DB.


	2.4.6
	Interface 2 - Functionality 4
	C.
	

	At configurable intervals or on manual command the APC platform SHALL be able to synchronize with SIS to move deactivated subscribers to a new table within APC or to accommodate any changes in MSISDN and/or IMSI since the period of last query to SIS with no restrictions.
In case APC platform receives EOS notification from HLR as a part of 3GPP R6 – ADD functionality this synchronization with SIS SHALL NOT be done unless configured explicitly
	P.C.
	X

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	KCC does not include such a functionality in this very proposal as we consider it problematic synchronizing huga databases unconditionally in a periodic manner- We nevertheless propose to discuss a more efficient solution together with SCM to address the requirement of memorizing unsubscribed IMSI/MSISDN.


	2.4.7
	Interface 2 - Functionality 5
	C.
	X

	The access protocol across this interface SHALL be interchangeable with any standard DB protocol adapter with no restrictions and no impact on the system.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	Please refer to answer 2.3.3.
Changing the resource adaptor including modification of the business logic means redeployment of the application. This can be done without impact on the system.


	2.4.8
	Interface 2 - Functionality 6
	C.
	X

	The APC platform SHALL be compliant to Reference 4 and 5 on Interface 2 with no restrictions.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	The SIS DB resource adapter will be compliant.


	2.4.9
	Interface 2 - Functionality 7
	C.
	x

	The APC platform SHALL be capable to notify SIS with IMEI(SV) and model name.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	This functionality can be covered in the resource adapter implementation and business logic flow.


2.5 External Interface 3
	2.5.1
	Description
	C.
	X

	The vendor is requested to describe their current implementation of this external interface & functionality in less than 2 A4 pages.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	The DCR is part of the persistent repository  of the solution. Access is provided via the standard JDBC resource adapter which is used as Application Building Block in the business logic.
The following objects can be managed remotely: 

· DeviceBrand: a device brand is the common notion of a brand of device. For example, NOKIA is an instance of a DeviceBrand. 

· DeviceModel: a device model is the common notion of a model of device. For example, NOKIA 6210 is an instance of a DeviceModel. This concept should not be confused with the particular device NOKIA 6210 of an end-user. 

· Feature: Common examples of features are WAP CSD, WAP GPRS, EMAIL etc... 

· Capability: a capability is the ability of a DeviceModel to support a Feature.
For example, if the NOKIA 6210 support the feature WAP CSD, a Capability object exists to represent this phone feature. 

· FeatureCategory: a feature category is a gathering of features that have something in common. 

· CapabilityGroup: a capabilityGroup is used to easily retrieve capabilities that support specific features. For example, a capability group gathers capabilities that support logo with size "32*64" and an other capability group gathers capabilities that support logo with size "64*128".  

The library contains a plugins system that allows to manage capabilities and capability groups remotely. The main purpose of a plug-in (also called handler) is to put capabilities in the right capability group(s) according to fixed constraints. Capability groups can be remotely managed by external systems. 

The following information can be retrieved remotely:

· Capability and capability group

· Device brand and device brand alias

· Device model and device model alias

· Feature and feature category
· IMEI range, TAC

· User Agent profile



	2.5.2
	Compliance
	C.
	

	The system is completely compliant to the functionality on this interface as described in section 1.6 with no restrictions.
	P.C.
	X

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	The following information will be added in future releases (Please report to roadmap in 2.2.3):

· GPRS capability

· 3GPP release compliance

Available firmware versions


	2.5.3
	Device Information Elements
	C.
	x

	The vendor is requested to provide an exhaustive list of the device related information elements available in the Device Capability Repository.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	The following information is currently managed on devices:

Feature

Description

Information provided

Animated icon

B&W or color Animated icons

CDMA Ringing

CDMA ring-tones

Email POP3 parameters

Configuration of the email POP3 client

Information to be provisioned, activation help, support for manual or automatic configuration

Email IMAP4 parameters

Configuration of the email IMAP4 client

Information to be provisioned, activation help, support for manual or automatic configuration

EMS

EMS 4 / EMS 5 messages
IM parameters

Configuration of the Instant Messaging client

Information to be provisioned, activation help, support for manual or automatic configuration

Data provisioning

Configuration of the phone to be used as a modem 
Support for CSD / GPRS, Information to be provisioned, activation help, support for manual or automatic configuration
Client Icon, Message Icon, Operator Icon, Screensaver Icon

Black and white or color icons

Supported formats: Operator, Message, group/CLI, screensaver, color

OS information

Information on device OS

Release number of the operating system, manufacturer name of the operating system, 

J2ME

Information on java capabilities

Java support, Version of the java machine

WAP logo

WAP downloadable color pictures that can be used as wallpapers

MMS

Multimedia Message download

Maximum resolution of a MMS, maximum size of a MMS that is allowed (expressed in bytes), supported charsets, version of the MMS protocol used, supported formats for audio, sound, video etc.

MMS Provisioning 

Configuration of the MMS client
Support for CSD / GPRS, Information to be provisioned, activation help, support for manual or automatic configuration
Monophonic ringtone

Monophonic ringtones

Notif parameters

OMA DM server initiated session notification 

Information to be provisioned

Bootstrap parameters

Configuration of the OMA DM client

Information to be provisioned, activation help, support for manual or automatic configuration

Polyphonic ringtone

Polyphonic ringtones (SMS downloadable)

WAP ringtone

WAP downloadable ringtones

SMS

Short Message download

SyncML DS Provisioning 

Configuration of the SyncML client
Support for CSD / GPRS, Information to be provisioned, activation help, support for manual or automatic configuration
Vcard

Card exchange format

Vcalendar

Event exchange format

WAP push

WAP session initiation

Bookmark

WAP bookmark download

WAP Browser

WAP browser information

Name and version of the WAP browser, user agent name, supported charsets in wap usage, version of the WAP protocol used by the browser WAP.

WAP Provisioning 

Configuration of the WAP browser
Support for CSD / GPRS, Information to be provisioned, activation help, support for manual or automatic configuration
Web Provisioning 

Configuration of the Web browser

Support for CSD / GPRS, Information to be provisioned, activation help, support for manual or automatic configuration




	2.5.4
	Supported Terminals
	C.
	x

	The vendor is requested to provide a list of latest 50 terminals supported in the Device Capability Repository until the date of response to this document with TAC code mapping in a separate excel sheet.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	BenQ M300

Motorola C385

LG 7200

Motorola C550

Nokia 9500

Motorola C650

Siemens A65

Motorola T720

Siemens SL65

Nokia 3530

Motorola E398

Nokia 6810

Motorola V3

Panasonic X300

Nokia 2650

Samsung SGH-E800

Nokia 3120

Samsung SGH-R210s

Nokia 6108

Siemens C62

Nokia 6170

SonyEricsson K700i

Nokia 6260

SonyEricsson P910

Samsung SGH-D500

Alcatel One Touch 835

SonyEricsson S700i

Motorola E365

Alcatel OT557

Nokia 3108

LG U8120

Nokia 3220

Motorola V180

Nokia 5140

Nokia 6630

Nokia 6610i

Philips 630

Nokia 6800

Sagem MY C3B

Nokia 7600

Sagem MY X3-2

Nokia 7610

Samsung SGH-E600

Samsung SGH-E300

Samsung SGH-P510

Samsung SGH-Z105U

LG-7030

Siemens ST55

LG-U8110

SonyEricsson K500i

For the associated Tac’s, please report to associated spreadsheet.


	2.5.5
	IMEI(SV) Resolution
	C.
	x

	The vendor SHALL be able to resolve the TAC code of any terminal with a success rate above 99% with no restrictions.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	2.5.6
	Update
	C.
	x

	All device related information elements stored per device basis SHALL be updated at regular intervals automatically from a central repository by the supplier of the APC platform before the terminal is launched in market with no restrictions..
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	Maintaining an always up-to-date device repository is key to provide compelling services. That is why a dedicated department within Swapcom is in charge of updating the device database and developing new formatting engines when new protocols appear: the “Handset Skills Department”. It includes a developer team, a handset tester team, plus a partner management team in charge of maintaining close contacts with device manufacturers.

Every six weeks, the Handset Skills Department develops a new Handset Manager release that includes support for 10-12 new devices with the associated evolutions:

· Updated compatibility database and know limitations

· Associated TAC and user agents

· Software versions and available update patches

· Updated online help

New devices to be supported are defined together with customers using the following process. Under the terms of the Gold maintenance, each “Handset Manager” roadmap includes ten handsets from the submitted “wish lists”, plus the handsets delivered under exclusive “forced” or “priority” upgrades. 

The wish list is a request form for new handset models and features to be integrated into Handset Manager. Handsets requested will determine the scope of the next software release. A dedicated product committee will issue the definitive roadmap within 7 days of the wish list closing date.
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	2.5.7
	Interface 3 - Functionality 1
	C.
	x

	On detecting a new IMEI(SV) –IMSI pair, based on the Business Logic, the APC platform SHALL query he DCR to resolve the TAC code to device model name and make SHALL cache this information with no restrictions.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	Supported as part of the programmable business logic and resource adaptor.


	2.5.8
	Interface 3 - Functionality 2
	C.
	x

	In case TAC code resolution fails the event SHALL be logged and a configurable alarm generated with no restrictions.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	Logging is handled based on LOG4J with additional flexibility added to allow configuration changes at run time. Alarming is also based on this implementation but additionally generates an alarm on the OCFS management console. This OCFS alarms can also be configured to support SNMP.


	2.5.9
	Interface 3 - Functionality 3
	C.
	

	The APC platform SHALL flag the unresolved TAC code mapping of IMSI-IMEI(SV)-MSISDN triplet and SHALL check periodically in the DCR for updates at configurable intervals with no restrictions.
	P.C.
	x

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	The Device Knowledge Center (DKC) provides a method to inform of all newly available TAC (in a recent Handset Manager version). Unresolved TAC codes are flagged in the triplet repository, a report provided at interface 8 can select all triplets with unresolved TAC codes. Optionally, a resolution procedure can be provided. The detailed functionality of this resolution procedure has to be defined in the functional spec. phase.


	2.5.10
	Interface 3 - Functionality 4
	C.
	x

	The APC platform SHALL query from the DCR the OTA MMS, WAP, GPRS ad CSD capability of a detected device with no restrictions.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	The repository provides this information for the business logic.


	2.5.11
	Interface 3 - Functionality 5
	C.
	x

	In case the terminal is not OTA capable, according to the preferred language of the subscriber, an appropriate pre-configured SMS CAN be sent by the APC platform over UCP with no restrictions.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	SMS using UCP is not part of the solution.


	2.5.12
	Interface 3 - Functionality 6
	C.
	x

	In case OTA capability information is not available the event SHALL be logged and a configurable alarm generated with no restrictions.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	See logging and alarming in 2.5.8.


	2.5.13
	Interface 3 - Functionality 7
	C.
	

	The DCR SHALL contain the information indicating 3GPP compliance of a terminal with no restrictions. E.g. R99+, R4, R5 compliance etc.
	P.C.
	x

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	The 3GPP compliance information of a terminal will be added in release 3.0 of the DKC, to be released in Q3 2005


	2.5.14
	Interface 3 - Functionality 8
	C.
	

	The DCR SHALL contain the information indicating the marketing launch year and month of a terminal by its manufacturer with no restrictions.
	P.C.
	x

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	The marketing launch year and month information is not currently stored in the product, although it is available in Swapcom’s internal capability database. The feature will be added in release 3.0 of the Device Knowledge Center to be released in Q3 2005.


2.6 External Interface 4
	2.6.1
	Description
	C.
	

	The vendor is requested to describe their current implementation of this external interface & functionality in less than 2 A4 pages.
	P.C.
	x

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	The implementation for interface 4 consists of the standard base mobility resource adapter supporting MAP API operation and a project related check-IMEI-with-IMSIimplementation in 2 variants. One is MAP based using the TSS/OCFS MAP-extension SDK to add additional/functionality. The second considers implementation of similar ASN1 based operation based on IP.


	2.6.2
	Compliance
	C.
	

	The system is completely compliant to the functionality on this interface as described in section 1.6 with no restrictions.
	P.C.
	X

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	For supported interfaces see statement above. The 3GPP release 6 ADD functionality is under investigation, details about implementation and support in DDI can be specified in the functional specification phase.
As for future integration of WLAN, we see a possibilitiy to gather the IMEI from the UE, if UE supports both, WLAN and GPRS/UMTS. In such a case we assume that the UE not only seeks for P-WLAN networks but also for GPRS/UMTS networks, at least to enable the voice call functionality or to establish a fall-back if the user leaves the WLAN hotspot. As described and defined in this specification, 2G/3G networks have the possibility to gather the IMEI and pass it on to the APC Solution. The IMSI could act as the correlation element from P-WLAN and 2G/3G networks, as it is used in P-WLAN for EAP-SIM authentication as well as in various signalling messages in 2G/3G networks. Having the IMSI, it is possible to gather the IMEI, as this information has already been stored on the APC.

Kapsch CarrierCom would be pleased to discuss this proposal in more details to understand Swisscom Mobile's WLAN architecture and possibily propose additional solutions.




	2.6.3
	Interface 4 - Functionality 1
	C.
	X

	The APC system SHALL be able to passively sniff on 3GPP F and Gf interface on 32 SS7 links to detect Check_IMEI_with IMSI (Ref Sec 1.6) messages with no restriction.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	The system is able to support up to 32 links detecting the Check_IMEI_with_IMSI messages. As regards number of links please refer to chapter 5.1.1 signalling connection.


	2.6.4
	Interface 4 - Functionality 2
	C.
	x

	The APC platform SHALL be able to decode the ASN.1 definition of Check_IMEI_with IMSI as described in Section 1.6 and extract the IMSI-IMEI(SV) pair with no restrictions.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	Decoding the ASN.1 definition is fully supported as part of the programmable resource adapter and business logic.


	2.6.5
	Interface 4 - Functionality 3
	C.
	x

	The APC system SHALL be able to receive trigger from Geoprobe INET as described in Reference [2] with no restrictions.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	Geoprobe INET is considered to be supported using IP based Check_IMEI_with_IMSI resource adapter. This is an assumption as long as the reference document is not available. In case of other requirements for this interface, we would be pleased to discuss this during the functional specification phase.


	2.6.6
	Interface 4 - Functionality 4
	C.
	x

	Additional resource adapter SHALL be pluggable to receive triggers from other interfaces with no impact on system architecture or functionality.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	Changing the resource adaptor including modification of the business logic means redeployment of the application. This can be done without impact on the system.

	2.6.7
	Interface 4 - Functionality 5
	C.
	x

	The APC platform SHALL be able to resolve the MCC and MNC from IMSI to distinguish SCM, MVNO and In bound roamers with no restriction.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	As for the remaining resource adaptors, this is fully supported.


	2.6.8
	Interface 4 - Functionality 6
	C.
	x

	The APC platform SHALL be able resolve TAC, SNR, SV and if applicable FAC from IMEI(SV) with no restrictions. 
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	Supported based on the implementation of the resource adaptor.


	2.6.9
	Interface 4 - Functionality 7
	C.
	x

	The APC platform SHALL be able handle IMEI or IMEISV with no restrictions depending on extraction and detection mechanism.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	Supported based on the implementation of the resource adaptor.


	2.6.10
	Interface 4 - Functionality 8
	C.
	x

	The APC platform SHALL register date and time of trigger with no restrictions.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	This can be considered in the logic of the resource adapter.


	2.6.11
	Interface 4 - Functionality 9
	C.
	x

	The APC platform SHALL be able to detect the Roaming Status, Subscriber Status of the user my means of 3GPP – ATI or some other means as per configuration settings based on Business Logic. The result of this query SHALL act as an input for action in the Business Logic with no restrictions.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	This is supported with standard mobility resource adaptor. 


	2.6.12
	Interface 4 - Functionality 10
	C.
	x

	The vendor is requested to describe their mechanism and logic to find Roaming Status, Subscriber Status of the user in less than 500 words.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	ATI will be used to request subscriber status as well as location, thus the business logic is able to act on MCC, MNC information retrieved and the information stored in the in-memory triplet repository.


	2.6.13
	Interface 4 - Functionality 11
	C.
	

	The vendor is requested to describe their implementation/plans to detect terminals from Public wireless network (WiFi) 
	P.C.
	x

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	Please see related answer in 2.6.2.


	2.6.14
	Interface 4 - Functionality 12
	C.
	

	The vendor is requested to describe their implementation to detect terminals from HPLMN in compliance to 3GPP – ADD functionality including the probable 2G/3G core network triggering mechanism.
	P.C.
	x

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	Please see related answer in 2.6.2 – we would be pleased to specify implementation details in the functional specification phase.


	2.6.15
	Interface 4 - Functionality 13
	C.
	

	The vendor is requested to describe their implementation to detect improper terminal configuration from relevant 3GPP interfaces like Gb, Gn etc.
	P.C.
	x

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	This functionality is not yet considered for the solution.


	2.6.16
	Interface 4 - Functionality 14
	C.
	x

	The APC system SHALL be able to act as a signaling end point on 3GPP F and Gf interface on 32 SS7 links to detect Check_IMEI_with IMSI (Ref Sec 1.6) messages with no restriction.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	The system is able to act as a signaling end point. Please see also the answer below.



	2.6.17
	Interface 4 - Functionality 15
	C.
	x

	In case the vendor acts as a Signaling End Point on F & Gf interface the vendor is requested to describe the EIR functionality.

(Description should not exceed 3 A4 sheets).
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	The Equipment Identity Register (EIR) is a core network component that forms an essential part of an operator’s fraud prevention strategy.  In principle, the EIR is a database that holds records for three types of mobile; namely black, grey and white. When a mobile requests services from the network its IMEI may be checked against the EIR, to assess which category of mobile it falls into. Black mobiles are those reported stolen or whose operation on the network will adversely affect network operation. These mobiles will not be allowed to access the network. Grey mobiles are classed as non-conforming, but may be used on the network. White mobiles are those that conform to requirements set down by the network operator.

Optionally, the proposed APC Solution based on Kapsch CarrierCom's Mobile Terminal Register can act as an Equipment Identiry Register (EIR) as defined by 3GPP and GSMA. Due to the modular and flexible Service Logic Execution Environment resource adapters and the business logic can easily and quickly be adapter to meet new requirements, for example an EIR. Based on the assumpation, that the deployed APC Solution already handles the MAP Check_IMEI operation (on the interface between MSC and EIR, the F-interface), Kapsch CarrierCom would assume the following updates to the APC Solution:

· Activation of MAP Check_IMEI operation on Swisscom Mobile's SGSNs (interface between SGSN and EIR, the Gf-interface), where the APC Solution will act as the EIR

· Database enhancement to additional store the equipment status (as per 3GPP definition white-listed, grey-listed, black-listed)

· Enhancement to the business logic to check for the equipment status and respond according to the stored value (compared to the actual deployment the APC Solution will always respond equipment status white-listed)

· Upgrade user interfaces (GUIs e.g. for Customer Care) to additionally provide the possibility to add and change the equipment status for Swisscom Mobile's subscribers 

· Customization of a new resource adapter to synchronize the APC database with an international EIR database (this might also be done by a Swisscom Mobile proxy server for security reasons)

· Review of APC Solution engineering to handle additional traffic
Kapsch CarrierCom would be pleased to further discuss this requirement with Swisscom Mobile and propose an enhancement of the APC Solution to provide also the EIR functionality.



	2.6.18
	Interface 4 - Functionality 16
	C.
	x

	In case the vendor provides EIR functionality, the vendor SHALL completely comply to relevant 3GPP and GSMA specifications.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	Please refer to our response to question 2.6.17.



2.7 Triplet Repository 5
	2.7.1
	Description
	C.
	X

	The vendor is requested to describe their current implementation of this repository functionality in less than 2 A4 pages.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	The triplet repository keeps the triplet IMSI/IMEI/MSISDN. For the IMEI a history of the last 10 IMEIs is also kept. To allow for multiple MSISDNs per IMSI, a separate table with IMSI/MSISDN relation is held with MSISDN as key
The triplet repository is implemented in a 2-layer architecture:
- An in-memory representation visible by the business-logic which is maintained by the JAIN SLEE service logic implementation. The concept of TSS based service logic implementation provides dedicated ABBs (Application Building Block) handling the in-memory data manipulation.
- A Persistant copy, kept on the APC-DB-Platform in an Oracle RDBMS, updated by the business logic from the in-memory cache. This database provides access for statistical purposes and is re-loaded into the business logic upon restart. The exact layout of the persistant table will be refined together with SCM in the functional specification phase of the project. Update of the persistant copy is done from the service platform to the database platform via JDBC/SQL*net UPDATE, reload of the volatile copy is done via JDBC bulk download from the APC-DB



	2.7.2
	Compliance
	C.
	X

	The system is completely compliant to the functionality as described in section 1.6 with no restrictions.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	The proposed system fulfils all requirements depicted in section 1.6. However, certain details of implementation will be mutually agreed in the functional spec phase of the implementation project. Certain clarifications are laid out in subsequent requirements compliance remarks.


	2.7.3
	Triplet Repository - Functionality 1
	C.
	X

	The triplet repository SHALL be able to store the last 10 used IMEI(SV) of the subscriber along with date and time of last registration with no restrictions.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	The implementation of the triplet repository is designed to keep a history of 10 IMEIs per IMSI.


	2.7.4
	Triplet Repository - Functionality 2
	C.
	X

	In case the subscriber has multiple SIM the repository SHALL store the multiple IMSI used by the subscriber along with the primary MSISDN with no restrictions.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	The primary key for the triplet repository is the IMSI. In case of one MSISDN assigned to multiple IMSI, looking up the entry by MSISDN will yield an arbitrary entry in the triplet repository. So, all actions really connected to a certain device capability must be based on IMSI.[KK]


	2.7.4
	Triplet Repository - Functionality 3
	C.
	X

	The triplet repository SHALL also contain the following information fields correlated with the triplet, SCM Pre-Configured Flag, Terminal Model Name and Make with no restrictions.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	Triplet Database layout will account for IMSI/MSISDN/IMEI/SCMpreconfig/ModelName/ModelMake.


	2.7.5
	Triplet Repository - Functionality 4
	C.
	

	During synchronization with SIS and/or receiving EOS notification from HLR the triplet of SCM subscribers SHALL be moved to a different table with all relevant data. This data SHALL be exportable on Interface 7 with no restrictions.
	P.C.
	X

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	APC-DB will maintain a “Deleted Device” history table accessible from Interface 8 and downloadable on demand. Data export on interface 7 can be implemented as part of business logic with the corresponding interface resource adaptors, details of the implementation will be mutually agreed as part of a functional specification phase.


	2.7.6
	Triplet Repository - Functionality 5
	C.
	

	The triplet repository SHALL contain a separate table of MVNO and inbound roamers with IMEI(SV)-IMSI mapping along with registration date and time with no restrictions.
	P.C.
	X

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	All triplets are stored in the same table structure. However, MVNO and Roamers can be selected based on MCC/MNC.


	2.7.7
	Triplet Repository - Functionality 6
	C.
	C

	The schema of the triplet repository SHALL be extensible to include other Information elements at operators will with correlation to the MSISDN-IMEI(SV)-IMSI triplet of SCM subscribers. With no restriction.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	The schema of the triplet repository can be extended as long as the required data fields are kept and the performance behaviour of the platform is not compromised. Agreement between SCM and KCC is necessary for all changes to the data schema due to the above mentioned implications.


2.8 Business Logic 6
	2.8.1
	Description
	C.
	X

	The vendor is requested to describe their current implementation of the Business Logic in less than 2 A4 pages along with flowchart.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	The business logic is based entirely on Application Building Blocks (ABBs) which can be configured, reconnected and parameterized via the Telecom Services Studio (TSS) which is an Eclipse based GUI Platform. ABBs are represented as icons linked to each other via named, parameterized, unidirectional connectors.

Thus, the Business Logic is a composition out of a linked set of predefined and readily preconfigured ABBs. This structure can be graphically manipulated for dynamic application behavior changes. Functionality is changed via replacing ABBs, Logic flow is changed via reconnecting ABBs. To make changes taking effect, the Application will be redeployed to the execution environment from within TSS. An ABB might contain other ABBs. This recursive structure might be zoomed in or out to work on different levels of abstraction.

There exists a set of self contained atomic ABBs which cannot be further redefined or changed. Platform predefined and application specific ABBs can be combined arbitrarily.

Figure 1 below shows the Business Logic made out of building blocks (ABBs).

The set of required ABBs will be delivered as TSS component plugin jar files and an application project with the layout depicted in Figure 1. Differently composed applications, their variants and versions, can be composed and deployed to the execution environment.

The most important ABBs from figure 1 are shortly described below:

· Listen DDI: Different versions exist for adapting resources like MAP, INET sniffer and 3GPP R6 ADD. The adaptors fire an appropriate “Check IMSI-IMEI” event which is then futher processed. 

· Validate Triplet Info: This ABB implements a configurable decision table according to the one in the requirements specification Annex E section 2. The tables output column will be passed on to the Action Sequencer ABB. Required DB read/write operations are performed via ABBs tailored to the access methods of the involved DBs.

· Action Sequencer: It takes the values of the output column as initial processing information to call in sequential order the desired Action ABBs. After an Action ABB has finished processing it returns control back to the Action Sequencer. After all actions have been processed the sequencer closes the session.

Action ABBs (Cap Change, OTA, MMSC Prov, Welcome Message, Notify): These ABBs incorporate the actions to be taken based on the triplet validation outcome. They update processing information used by the action sequencer to guarantee the logical flow of actions (e.g. no action gets called twice).
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	2.8.2
	Compliance
	C.
	x

	The system is completely compliant to the functionality as described in section 1.6 with no restrictions.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	The proposed system fulfils all requirements depicted in section 1.6. However, certain details of implementation will be mutually agreed in the functional spec phase of the implementation project.


	2.8.3
	Exception
	C.
	X

	The vendor is requested to describe their exception handling mechanism in detail for Business Logic.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	As can be seen in figure for answer for 2.8.1. above Exception handling is being dealt with via a so called “Exception handling” ABB. Each time a Java Exception occurs in any s/w component it will be catched, logged and action will be forwarded to such an Exception Handling ABB, providing error Information. Many Exception Handling ABBs with different logic can be placed into the application flow to deal with the error in a dynamic reconfigurable way.


	2.8.4
	Business Logic - Functionality 1
	C.
	X

	The decision drivers to Business logic SHALL be any number of configurable parameters available from the interfaces 1-4 as described in section 1.6 with no restrictions.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	2.8.5
	Business Logic - Functionality 2
	C.
	

	The Business Logic SHALL be configurable through a user friendly GUI and simple textual script with support for all logical operators with no restrictions.
	P.C.
	X

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	TSS does not supply any textual script. Optionally, the implementation of the business logic could be modified to act upon external scripts (like XML files). Similar mechanisms providing logic flows defined via provisioned data trees have already been implemented for Intelligent Network type services.


	2.8.6
	Business Logic - Functionality 3
	C.
	X

	The order of retrieving information and selection of information elements across interfaces SHALL also be configurable with no restrictions.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	Please refer to figures in answer for 2.8.1. The provided ABBs can be configured in any sequential order which is feasible for application processing.


	2.8.7
	Business Logic - Functionality 4
	C.
	X

	The choice of Information elements to be contained in the trigger towards external interface 7 as described in section 1.6 SHALL also be configurable with no restrictions.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	2.8.8
	Business Logic - Functionality 5
	C.
	X

	In all cases of exception to Business Logic all records, transaction details and available data SHALL be logged and configurable warning generated by the system with no restrictions.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	Same as for interface 2 and others using LOG4J and OCFS management alarming


	2.8.9
	Business Logic - Functionality 6
	C.
	X

	Configurable retry mechanism SHALL be possible for all cases of exception to Business Logic with no restrictions.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	Please refer to figures in answer for 2.8.1 depicting business logic including Retry Strategy ABB which can be configured via Parameter settings or being replaced by an ABB with different logic.


2.9 External Interface 7

2.9.1 Generic
	2.9.1.1
	Description
	C.
	x

	The vendor is requested to describe their current implementation of this functionality in less than 2 A4 pages.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	In a exactly similar manner as for the other resource adaptors, there are HTTPS and CORBA based interfaces available in the platform. For the APC solution, these existing components will be integrated to into specific application building blocks according the interface requirements. It is up to functional and design decisions to put specific functional elements either into the logic of the resource adaptor or “externally” i.e. into the business logic. 


	2.9.2.2
	Compliance
	C.
	x

	The system is completely compliant to the functionality as described in section 1.6 with no restrictions.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	All the required functionality will be integrated, which means support for MMSPA and Aepona OTA.


	2.9.3.1
	Exception
	C.
	x

	The vendor is requested to describe their exception handling mechanism in detail on this interface.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	As can be seen in figure for answer for 2.8.1., exception handling in the interface being dealt with via a so called “Exception handling” ABB. Each time a Java Exception occurs in any s/w component it will be catched, logged and action will be forwarded to such an Exception Handling ABB, providing error Information. Many Exception Handling ABBs with different logic can be placed into the application flow to deal with the error in a dynamic reconfigurable way.


2.9.2 DMS
	2.9.2.1
	DMS – Compliance
	C.
	x

	The system is completely compliant to the functionality and protocol as described in Reference 3 with no restrictions.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	All the required functionality will be integrated.


	2.9.2.2
	DMS – Exception1
	C.
	x

	In all cases of exception all records, transaction details and available data shall be logged and configurable warning generated by the system with no restrictions.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	Same as for interface 2 and others using LOG4J and OCFS management alarming.


	2.9.2.3
	DMS - Exception2
	C.
	X

	In case the DMS systems indicate in the trigger response that OTA configuration for the triggered model and make is not available the APC platform SHALL retry at configurable intervals without any restriction.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	Retry will be supported, please refer to the business logic description in 2.8.1.


	2.9.2.4
	Functionality 1
	C.
	

	The APC platform shall be able to retrieve links for manual configuration sheets and to provide them to other applications via interface 8.
	P.C.
	

	
	N.C.
	x

	Remark:
	
	
	
	
	
	
	

	This mechanism is not supported in the solution.


2.9.3 MMSPA
	2.9.3.1
	MMSPA - Functionality 1
	C.
	x

	The APC platform SHALL request MMSC provisioning by https and with configurable parameters with no restrictions. The parameters currently used are MSISDN, language code, subscription type, Send Welcome MMS indicator, delivery method. 
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	HTTPS resource adapter will be integrated as for the required functionality.


	2.9.3.2
	MMSPA - Functionality 2
	C.
	x

	The APC platform SHALL be capable of receiving information from MMSPA for statistical purposes, e.g. successful delivery of Welcome MMS.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	Delivery information, acknowledgements etc. can be handled either within the resource adaptor or delivered to the business logic to generate logs, alarms or operational measurements. It is recommended to clarify detailed requirements functional specification phase. 


	2.9.3.3
	MMSPA - Exception
	C.
	x

	In all cases of exception all records, transaction details and available data SHALL be logged and configurable warning generated by the system with no restrictions.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	Same as for interface 2 and others using LOG4J and OCFS management alarming.


2.10 External Interface 8
	2.10.1
	Description
	C.
	X

	The vendor is requested to describe their current implementation of this repository functionality in less than 2 A4 pages.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	Interface 8 is implemented primarily as a HTTPS query interface suitable for machine-queries as well as Web-User-Interface.
Interface 8 is provided by the APC-DB-AppServer HW-Component to offload the APC-DB.

Additionally, direct database access via JDBC/SQL*net can be provided to the APC-DB directly. However, restrictions due to performance requirements on the AAPC-DB apply.


	2.10.2
	Compliance
	C.
	X

	The system is completely compliant to the functionality as described in section 1.6 with no restrictions.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	Details of the functionality on Interface 8 are laid out in the following requirement remarks.


	2.10.3
	Exception
	C.
	X

	The vendor is requested to describe their exception handling mechanism in detail on this interface.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	Interface 8 is physically provided by 2 machines. Resilience is achieved by trying these 2 addresses. See 4.3.2 for further considerations.
Failure to be able to execute requests on this interface is communicated by means of the HTTP protocol. Failure in this context may include reasons like:

- no access rights

- specified data entries not found

- error from external down stream system


	2.10.3
	Interface 8 - Functionality 1
	C.
	

	The APC platform SHALL support to a minimum of HTTPS, CORBA BUS, LDAP access on interface 8 with no restrictions.
	P.C.
	X

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	The APC-DB supports HTTPS access for querying the information detailed in section 1.6.8 to query the persistent triplet repository, the deleted device history and the terminal interaction history databases as well as the device capabilities database.

Additionally, provisioning requests to be sent out via Interface 7 can be submitted via HTTP requests on Interface 8.
Optionally, access methods like CORBA or LDAP can be implemented but are not part of this proposal. [JN]


	2.10.4
	Interface 8 - Functionality 2
	C.
	X

	The vendor is requested to list and describe additional DB access support on interface 8.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	Optionally, JDBC/SQL*net access to the APC-DB can be established directly accessing the APC-DB tables. However restrictions limiting the load on the APC-DB apply.


	2.10.5
	Interface 8 - Functionality 3
	C.
	

	External systems and applications querying across interface SHALL be able to use the minimum set of following keys for query (MSISDN, IMSI, IMEI(SV), TAC, model and make name) for any combination of requested information elements available in triplet repository and external systems across interface 1-4 without any restrictions.
	P.C.
	X

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	Queries to external systems via Interface 1-4 are to be routed via yet to be identified service flows to be configured into the business logic. Accepting these queries on interface 8 is provided for in the proposed system. However, for the sake of a well performing system, detailed information has to be mutually agreed. [KK][JN]


	2.10.6
	Interface 8 - Functionality 4
	C.
	X

	External systems and applications querying across this interface SHALL be able to request trigger across interface 7 in addition to information elements being queried with no restrictions.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	The proposed system allows for requesting all available actions on Interface 7 via HTTP-requests on Interface 8


	2.10.7
	Functionality 5
	C.
	X

	The vendor is requested to give an exhaustive list of information elements that can be queried across this interface with no restrictions.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	Information Elements to be queried include:
- IMSI / MSISDN / IMEI with their respective triplet-assignments

- IMEI-History with timestamps of the respective assignment detection

- Deleted Device History

- Device interaction history

- Device capabilities, queried by IMEI, parts of it or specific properties.
Additional Elements queried form external systems can optionally be provided, but need to be mutually agreed and specified in order to fully understand the performance implications associated with a specific query.


	2.10.8
	Functionality 6
	C.
	X

	As of minimum the APC platform SHALL support retrieval of the following information elements across interface 8 in response to a MSISDN query.

· IMSI

· IMEI(SV)
· TAC 

· Model Name and Make

· Image of the Terminal

· OTA Capability for MMS, WAP, GPRS, CSD.

With no restrictions.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	As with 2.10.7


3  Statistics

	3.1
	GUI
	C.
	X

	The vendor SHALL support a user friendly web based GUI to view statistical reports from the platform with no restrictions.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	Web-Statistic Reports can be provided for all elements as set forth in 2.10.7.
4 Reports delivered according to this proposal are detailed in the following requirements remarks


	3.2
	Report 1
	C.
	X

	The APC platform SHALL be able to show the number of successful and unsuccessful OTA configurations sent to the DMS platform with no restriction.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	Reports about OTA configurations sent are taken from the device interaction history database held in APC-DB


	3.3
	Report 2
	C.
	X

	The APC platform SHALL be able to show the number of successful and unsuccessful MMS provisioning requests sent to the MMSPA application.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	Reports about MMS provisioning requests sent are taken from the device interaction history database held in APC-DB


	3.4
	Report 3
	C.
	X

	The APC platform SHALL be able to show the statistical distribution of network triggers received based on a configurable time window.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	APC business logic can be configured to keep track of the type of network triggers in log files. However, the classification of network triggers has to be specified in the functional specification phase of the project. APC-DB will collect the log files, store in database and provide 1 report on Web-GUI. The structure of this report needs to be refined in functional spec phase of the project.[KK]


	3.5
	Report 4
	C.
	X

	The APC platform SHALL be able to show the statistical distribution terminals in the market based on the following criterion.
· Make

· Model

· Capability like MMS, WAP, GPRS, CSD.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	The APC-DB will provide a report from the triplet-repository information selectable and groupable on make, model and 8 capability elements.


	3.5
	Report 4
	C.
	

	The vendor is requested to describe the supported statistical reports along with screen shots.
	P.C.
	X

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	The proposal includes the report as described above in 3.5. However, exact screenshots cannot be provided as of the time being. Screenshots of similar reports are, however, supplied in attachment “dxt-chart-sample-nologo-balken.JPG”. [JN]


4 Requirements concerning the System

4.1 Performance

	4.1.1
	Interface 4
	C.
	x

	The system SHALL be capable of handing network triggers across interface 4 to a peak of minimum 1000 msgs/sec with no drop in performance, functionality or other effects or restrictions.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	The OCFS core system sized to be able to handle up to 1000 network triggered messages per second without performance degradation.


	4.1.2
	Interface 8
	C.
	x

	The system SHALL be capable of handling requests across Interface 8 to a peak of minimum 500 msgs/sec without any restrictions.
The vendor is requested to provide the processing time of a request across interface 8.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	The APC-DB / APC-DB-Appserver Components as part of this proposal are laid out for a peak of 500 requests/second on interface 8. However, it has to be noted that this figure applies for simple queries. Mass data retrievals, like reports have to be counted as 1 query per 10 retrieved rows of information. For example, a report producing 1000 rows of output data is counted as 100 requests. This means that only 5 of these reports can be initiated per second.
This performance figure applies in case of balanced distribution of requests among the 2 nodes of the APC-DB-AppServer.

In case of directly querying the APC-DB, a limit of 800 total queries to the APC-DB applies. This number includes 250 queries/second from business logic (business logic can handle 1000 requests/second on interface 4 which are assumed to translate into 100 requests/second to the persistant triplet repository due to caching in the business logic). The same calculation rules for mass requests as above apply.
[WS]

As database services are assumed to be provided as part of the SCM infrastructure (project Condabas) respective service level agreements with the APC platform have to be put in place


	4.1.3
	Interface 2
	C.
	

	The system SHALL not overload SIS.
	P.C.
	x

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	The business logic in the application tier can provide throttling mechanisms. It is recommended to clarify detailed requirements in the specification phase in order to harmonize the requirements with the overall system performance.


	4.1.4
	Interface 7
	C.
	

	The system SHALL not overload the peripheral systems. In case the system does not answer fast enough the APC platform SHALL buffer the requests. 
	P.C.
	x

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	See above.


	4.1.5
	Performance Statistics
	C.
	x

	The vendor is requested to provide the test result of their platform with necessary performance & throughput figures across all interfaces and processing delays under different load conditions in less than 3 A4 sheets.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	Performance and throughput test results will be made available to SCM in a timely and concise fashion once the tests have been performed.


	4.1.6
	Performance Statistics
	C.
	

	The vendor is requested to provide the optimal guaranteed performance and latency across the following interfaces.
· Interface 4 (Ref Sec 1.6)

· Interface 7 (Ref Sec 1.6)

· Interface 8 (Ref Sec 1.6)
	P.C.
	x

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	Based on measurements with MTR and IN type services, we can provide the following latency figures:

SS7/TCAP based request/response within resource adapter indicated a latency <20ms at a CPU load of 40%.
Incl. CORBA backend interface communication the results are  <100ms.

Incl. complex business logic with with frequent in-memory data manipulation, the constantly below <200ms.
We want to highlight that these figures are based on lab results and project related setups and hence may vary. 


	4.1.7
	Roll Out 
	C.
	

	The vendor is requested to describe the Roll Out concept for their platform, foreseen hurdles, Risks and contingency plans not limited to the following topics.
· Enormous High Triggers from network at start-up with a Green Field database.

· Activation of trigger feature/mechanism per MSC and/or HLR to even out peak & load.

· Identification of terminal launch year and selectively ignoring older terminals with the assumption that terminals are already configured.

· Queuing of network triggers and post processing.

(SCM has a documented roll out plan, details of which are not revealed for Confidentiality purposes)
Description should not exceed 1 A4 page.
	P.C.
	x

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	It is recommend to have the rollout planned mutually specified in a project phase.
As regards Greenfield installation with empty repositories and peak loads in general, the OCFS base system provides features on several layer. There are throttling meachnisms available on SS7 stack SW level limiting traffic on TCAP level as well as on SLEE level giving the business logic the ability to react upon CPU load levels. This mechanisms can be used to protect the APC as well as the peripherals.


4.2 Scalability

	4.2.1
	Throughput
	C.
	X

	Throughput shall easily be increasable with adding additional hardware and software without implying any architectural changes.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	APC-Platform:
The architecture is designed in a way that the overall system is subdivided into a number of tiers, network, application, data and management tier. Each of the tiers is horizontally scalable by adding machines (with the respective, tier-specific software components) as required.

Sizing rules of thumb are:

Network: 500 messages/sec per GHz of processing power; N+1 for redundancy

Application: 50 message/sec/GHz; N+1

Once multiple services will be deployed on the platform, an additional session control tier will be needed for the orchestration of the different services. The session control tier, too, will be horizontally scalable with about 100 messages/sec/GHz.

APC-DB: Performance and capacity of the APC-DB can be increased by adding up to 6 additional computing nodes and/or adding CPUs and/or memory and/or additional physical disk volumes without architectural changes. [GP]

APC-DB-AppServer: Performance of the APC-DB-AppServer can be increased by adding additional computing nodes without architectural changes. [GP]


4.3 Availability

	4.3.1
	Filter
	C.
	X

	The availability has to a minimum of 99.5% per system.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	APC-Platform:
Average availability of the system SunFire V440 systems in the proposed configuration is 99.964585%, for the proposed SunFire V240 configuration even 99.990174%.

Multiple features contribute to this fact:

· A fully configured system can operate on one power supply; the second power supply in the machines is for redundancy and load balancing. Enhances system availability by masking an individual AC circuit failure.

· Hot plug disks and hot plug power supplies: on-line maintenance and repair enhances system availability

· Multiple network interfaces can be combined with multipathing software (IPMP) to provide hardware redundancy and failover capability. Should one of the interfaces fail, the software can automatically switch all network traffic to the alternate network to maintain network availability.

· Automatic System Recovery (ASR): Monitors the system memory and automatically configures around failed DIMMs or failed PCI cards. Enhances availability by restoring system to operation as quickly as possible

· System Configuration Card (SCC): Allows the easy transfer of configuration data (like host ID, MAC and IP address) from one system to another for improved availability, with only the transfer of an smartcard.

· Advanced Lights-Out-Manager (ALOM): Monitors and reports system and component status. Allows remote management via network or serial connection, the machines can also be powered off/on via this management.

· Full in-rack serviceability for nearly all components.

· Solaris supports superior availability for secure, large-scale, carrier-grade applications with binary code compability over the past decade.

In addition, with SunSpectrum Platinum mission-critical support can be provided with customized system availability guarantees.

APC-DB and APC-DB-AppServer: the dual-node cluster Architecture along with resilient storage results in an availability of 99.85% as long as failed single components are replaced in time according to the overall MTBF in order to avoid triple failures. [GP]


	4.3.2
	Redundancy Concept
	C.
	X

	The loss of one system (hardware or software failure) must have minimal impact on functionality. In general the system SHALL have seamless failover and complete redundancy without any loss of data or service.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	As a principle nodes within an architectural tier have a redundant design from a hardware perspective. There is one more machine in each tier than what is strictly required for the functionality and throughput of the service, merely for redundancy reasons.

Load-balancing and seamless failover between tiers, in particular the network and application tiers, are provided by the High Speed Bus which is part of the jNETx software infrastructure. Failover between application and data tier is provided by Oracle’s Real Application Cluster in combination with the Sun Cluster. The data tier, however, is a service that is assumed to be provided by SCM.

Interface 8 is provided by 2 nodes of the APC-DB-AppServer in a parallel manner. In case of one node not being reachable, client system shall failover to the second node. 

OPTIONALLY, although not part of this proposal, KCC can offer a solution adding an IP load balancing device in front of the APC-DB-AppServer. This part is kept optional, as SCM may have solutions for resilience/load balancing already in place. [GP][JN]

	4.3.3
	Site Redundancy
	C.
	X

	The full functionality has to be provided in 2 different buildings connected over Ethernet and/or Fiber link.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	APC-Plattform:
As long as IP connectivity is provided between the two sites, the architecture of the system allows the distribution of nodes to different physical locations.

However, for a final answer the requirements have to be elaborated a little further, in particular which parts of the system have to be geographically distributed and what will be the distance between the data centers? Up to a distance of about 500m physical separation does not have a relevant impact compared to direct co-location, above that additional mechanisms would need to be put in place to still maintain the same guaranteed service levels.
APC-DB, APC-DB-AppServer: Resilient nodes in a 2-node cluster configuration may be separated as far as 500 Meters of GigaBit-Ethernet and FibreChannel. [GP]


4.4 Security (Authentication, Authorization)

	4.4.1
	Swisscom Mobile Security Policy
	C.
	

	The system shall fulfill all in the document reference [1] “Security Policies SCM_e.pdf” described requirements.
	P.C.
	X

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	The proposed system fulfils SCM security guidelines as far as the operation and operational state of the system is under control of Kapsch CarrierCom. [JN]


	4.4.2
	Swisscom Mobile Security Policy
	C.
	

	The partner’s role keepers in projects and operation tasks are resuming the security responsibilities stated in the information security policy of SCM.
	P.C.
	X

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	Kapsch CarrierCom assume all responsibilities assigned according to the project organization established at start of the implementation project. [JN]


	4.4.3
	Swisscom Mobile Security Policy
	C.
	X

	For every application delivered the partner will provide the information necessary to allow Swisscom Mobile to determine the level of protection required by the platform. 
This encompasses requirements to security of systems and networks, implications relevant to the security of applications and systems attached to the application delivered as well as requirements to the management of operations.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	[GB][GP]


	4.4.4
	Swisscom Mobile Security Policy
	C.
	X

	The partner is providing an installation inventory for every system provided to Swisscom Mobile.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	[GB]


	4.4.5
	Swisscom Mobile Security Policy
	C.
	X

	The partner will indicate to Swisscom Mobile the necessary minimum of functions, system services, modules and applications that needs to run on the system to ensure its proper working.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	[KK][GP][GB]


	4.4.6
	Swisscom Mobile Security Policy
	C.
	X

	The partner will indicate the method of hardening applied to the system following approved international and the methods in place to supervise the permissibility of the configuration.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	[KK][GP][GB]


	4.4.7
	Swisscom Mobile Security Policy
	C.
	X

	The partner will ensure that permissions for access are set appropriately on the system delivered and ensure that authorisations can be checked regularly.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	4.4.8
	Swisscom Mobile Security Policy
	C.
	X

	The partner will ensure that the systems delivered allow the application of the password policy of Swisscom.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	[GP]


	4.4.9
	Swisscom Mobile Security Policy
	C.
	X

	The partner will deliver systems that are protected against malicious code and will indicate to Swisscom the protection mechanisms applied.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	[GP][->Sun]


	4.4.10
	Swisscom Mobile Security Policy
	C.
	X

	The partner will ensure that the systems and applications delivered allow the integration into the central user mgmt system (Control-SA) run by Swisscom Mobile.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	[GP]


	4.4.11
	Swisscom Mobile Security Policy
	C.
	X

	The partner ensures that Swisscom’s host based intrusion detection systems can be installed and run on systems delivered.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	[GP]


	4.4.12
	Swisscom Mobile Security Policy
	C.
	X

	The partner delivers network components that support the network security measures put in place by Swisscom in particular Network Intrusion Detection Systems, Firewalls.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	This proposal includes no network componments aside from the hardwarew platform components which are conformant to SCM policy concerning Hardware, Operating System, Clustering Software and Database Software.


	4.4.13
	Swisscom Mobile Security Policy
	C.
	X

	Components are delivered by the partner with the strict minimum of ports, addresses and protocols accessible to ensure proper and secure operations. 

Documentation is delivered alongside the components.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	[GP][GB]


	4.4.14
	Swisscom Mobile Security Policy
	C.
	

	System Management connections are authenticated and encrypted. 
The partner provides information on the measures selected for all connections subject to this rule.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	4.4.15
	Swisscom Mobile Security Policy
	C.
	X

	The partners supporting systems for test, deployment and maintenance are subject to approval by Swisscom. These systems are subject to SCM security policy.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	[GP][GB]


	4.4.16
	Swisscom Mobile Security Policy
	C.
	X

	The partner observes that secret information provided by Swisscom may not be passed on without the explicit consent of the respective information owner.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	4.4.17
	Swisscom Mobile Security Policy
	C.
	X

	Swisscom is entitled to name auditors to conduct an audit on the systems provided by the partner.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	

	4.4.18
	Swisscom Mobile Security Policy
	C.
	X

	The partner ensures that people required to enter non-public places at Swisscom are equipped with proper authentication badges worn at all times on-site.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	4.4.19
	Swisscom Mobile Security Policy
	C.
	X

	The partner will destroy confidential and secret information at the end of the respective assignment. The destruction is reported to Swisscom.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


4.5 Administration

	4.5.1
	Configuration
	C.
	X

	Configuration can be done on site, remote or by an external system.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	With the proposed Lantronix equipment access to the platform’s systems can be on site, by an external system or through different remote (wireless and/or wirebound) access channels.


	4.5.2
	Monitoring
	C.
	x

	System monitors itself (heartbeat, supervision).

he existing monitoring tool (Big Brother) will be used for all system monitoring including application, operating system, hardware, etc.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	Monitoring happens on different levels: Advanced Lights-Out Management (ALOM) and the Automatic System Recovery (ASR) monitor and report component and system status on a hardware system level. On the operating system layer, the application infrastructure and the application layer monitoring can be done through SNMP interfaces. In addition, jNETx provide a management console to monitor and manage the application infrastructure as well as the service. Management console data is also exposed through J2EE-standard JMX (Java Management Extensions) interfaces.


	4.5.3
	Logging
	C.
	x

	The system has to log all relevant system transactions (operation system, application, warning, error).
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	Logging happens on the different layers: the operating system, the application infrastructure and the application. It is the responsibility of the application to log all system transactions.
At application level, logging is handled based on LOG4J with additional flexibility added to allow configuration changes at run time


	4.5.4
	System administration
	C.
	X

	The system has to provide a user friendly GUI for system administration.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	APC system administration is based on the jNETx SMP which is GUI based.
The SMP is the second main subsystems of the jNETx Feature Server.  It provides the management capabilities to meet the requirements of the largest Tier 1 operators.  The SMP provides the following management capabilities:

i. Fault detection and isolation:

ii. Geographic location management 

iii. disaster recovery and resynchronization for geographically separated sites

iv. protection against total location failure

v. automated site takeover and recovery

vi. complete administration functionality with a single management console

vii. Security management for remote management connections

viii. Configuration management

ix. Legal intercept

x. SS7 stack management (OAM)

xi. Open APIs for umbrella network management systems

xii. Commissioning Interface for the Telco Service Studio (see below) 




	4.5.5
	External System Access
	C.
	

	System access for support is provided by Swisscom Mobile. No other solution will be accepted other than access over SCM Tarantella Jump Station. 
	P.C.
	X

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	[GP][GB]


	4.5.6
	Support
	C.
	x

	All support contracts have to cover 7*24h support with response time according to service level agreement
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	Please refer to RFQ chapter 7 support and maintenance.


	4.5.7
	Documentation
	C.
	x

	All services have to be delivered with a detailed documentation covering servicing, operations and utilization.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	The usual process in as regards service documentation is consideres:
· functional specificiation

· operational manual

· acceptance testplan




	4.5.8
	Training
	C.
	x

	The supplier has to provide training for operations staff on site in Switzerland.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	Please refer to RFQ chapter 9 training.


	4.5.9
	Upgrades
	C.
	x

	Downtimes due to SW upgrades have to be minimized. Impacts to surrounding systems have to be avoided.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	The jNETx OCFS supports ACTIVE-ACTIVE server configuration through warm

standby. This approach allows the interface versioning and upgrade without any

downtime being necessary. The Fault Tolerant Framework implements the “process

migration” feature, allowing upgrades without any downtime.




4.6 Software

	4.6.1
	Operating System
	C.
	X

	An UNIX operating system is required. SUN Solaris 9.x or 10 is the preferred operating system.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	Proposed operating system is Solaris 10


	4.6.2
	File system structure
	C.
	

	All installation needs to meet the following filesystem directory structure:

Applications:
 /opt/“applicationname“/“version“/...

Logfiles:

 /var/opt/“applicationneme“/“version“/...
	P.C.
	x

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	Logfile directory can be selected flexible. Application are deployed into the JAIN SLEE deploy.


	4.6.3
	Database
	C.
	

	Database run preferably on Oracle 9i Release 2.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	The application can work with any database with a JDBC-compliant database driver, but works very well with the Oracle infrastructure to be provided by SCM operations and the Condabas project.


	4.6.4
	Database file structure
	C.
	x

	For databases the following file system structure is established and will be used:

/opt
/oracle
/product
/8.1.7/dbs 
link to /opt/oracle/admin/SID/pfile/InitSID.ora 

/network 


listener.ora, sqlnet.ora, tnsnames.ora 

/admin 

/SID 

link to /var/opt/SID 

/data 
/SID 
/archive 


Archivelog files 

/data 
/SID 
/db1 



Redo G1 M1, Redo G3 M1, SID_con01.con 

/db2



Redo G1 M2, Redo G3 M2, SDI_con02.con 

/db3



Redo G2 M1, Redo G4 M1, SDI_con03.con 

/db4



Redo G2 M2, Redo G4 M2 

/db5



Database files 

/var 
/opt 
/oracle



oratab 

/var 
/opt 
/SID 
/admp 


Audit files 

/arch 


link to archive destination 

/bdmp 


Alert log, background trace files 

/cdmp 


Coredump files 

/create


Create database scripts 

/dba 


Config files 

/log


Log files 

/pfile


InitSID.ora 

/udmp


User trace files 

/backup

link to Backup destination 

/utl


Output files 

/backup /SID




Backup destination


	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	[WS]


4.7 Hardware

	4.7.1
	Hardware
	C.
	x

	Each server in the productive environment has to have at least:

· 2 CPU’s

· 1 GB RAM for every CPU

· 36 GB hard disc

· 1 Quad-Fast-Ethernet card

· 230VAC public power network access

· 230VAC USB power access
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	The configuration of the proposed systems exceed the requirements:

SunFire V440: 4x UltraSPARC IIIi CPU, 16x 1GB DIMMs, 4x 73GB disks, QFE, 1 Quad GigaSwift Ethernet, 2 power supplies

SunFire V240: 2x UltraSPARC IIIi CPU, 8x 1GB DIMMs, 2x 73GB disks, QFE, 1 QGE, 2 power supplies


	4.7.2
	Architecture
	C.
	x

	The system is required to meet a 3 tier architecture that can be implemented into the relevant network zone.

Please show in your offer a detailed architecture diagram with all involved servers and LAN.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	As shown in the respective diagrams (see SCM_APC_Architecture_and_supplements.ppt) the architecture is implemented in three tiers: network, application and data (plus service management and, in the future, session control). Each of the tier can be (but doesn’t need to be) in different network zones and VLANs, as required by SCM operations and eventually by the site redundancy specifications.


	4.7.3
	Cluster
	C.
	x

	The applications have to run in a cluster on either SUN or Veritas (Veritas Volume Manager)
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	The jNETx infrastructure software Open Convergent Feature Server (OCFS) comes with its own load-balancing, fail-over and high-availability mechanism to meet the specific carrier-grade needs of the target environment. The Sun Cluster, however, comes to bear in conjunction with Oracle’s Real Application Cluster which is assumed to be provided by SCM operations.


	4.7.4
	Test system
	C.
	x

	Every production system needs to be delivered with an equivalent test system with the same functionalities.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	The proposed test system is equivalent to the production system in the sense that each logical architectural component is represented. In order to keep hardware costs to a minimum, a test configuration is proposed that sports just one node per architectural tier. This is considered sufficient to provide all essential functionalities. However, load-tests as well as debugging of problems that only appear under load cannot be performed on this system. But if SCM prefer a 1-to-1 replica of the proposed production system for test purposes, this can easily be accommodated.


5 Requirements concerning Interfaces

5.1 Network

5.1.1 Signaling connection

	5.1.1.1
	
	C.
	x

	The APC nodes has to be connected to SCM STP Network based on signalling SS#7
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	The APC solution can either be equipped with Ulticom or Trillium SS7 signalling links.


	5.1.1.2
	
	C.
	X

	E1 / 64k SS#7 links are based on G.703, Q.701, Q.704, Q.711, Q.716
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.1.1.3
	
	C.
	X

	The APC nodes shall support up to 16 signalling links (TS) per E1
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.1.1.4
	
	C.
	X

	The APC nodes shall support of TCAP/MAP 3GPP V1, V2, V3.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.1.1.5
	
	C.
	x

	The APC nodes shall support both the routing based on GT (Global Title) and on DPC+SSN.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.1.1.6
	
	C.
	

	The APC supplier shall indicate overall number of SS#7 interfaces, max. number of MSU per sec. (for MTP), max. number of signalling link interfaces and max. number of GTT per sec.
	P.C.
	

	
	N.C.
	x

	Remark:
	
	
	
	
	
	
	

	Unfortunately, we was not able to get all figures in time. We would appreciate to followup on this.


	5.1.1.7
	
	C.
	x

	The APC supplier shall provide Q.781, Q.782 and Q.786 compliancy
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.1.1.8
	
	C.
	x

	In case of application outage the APC nodes shall deactivate the signalling connection to ensure proper automatic rerouting.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.1.1.9
	
	C.
	x

	The APC nodes shall support in normal operation up to 0.4 erlang on the signalling links.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.1.1.10
	
	C.
	

	The APC nodes shall support in emergency operation (outage of 1 node or STP) up to 0.8 erlang on the signalling links.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.1.1.11
	
	C.
	

	The APC nodes shall support for up to 5 minutes (recovery after disaster) a signalling traffic per link of 1 erlang.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	Unfortunately, we was not able to get confirmation in time. We would appreciate to followup on this.


	5.1.1.12
	
	C.
	X

	The APC supplier shall describe the signalling connection to the STP and the dimensioning.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	The solution considers 2 16 link cards (based on Msg/sec * Bytes/Msg / 3200). STP connectivity is assumed to be crossconnected using 8 links per set.
We would recommend to specifiy the signalling connectivity in the functional specification phase.


	5.1.1.13
	
	C.
	x

	The APC shall proper load share the signalling traffic on all links of a link set.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.1.1.14
	
	C.
	X

	The APC shall send the signalling traffic to the STP in load sharing mode (50% to each STP of a pair).
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	Comply with Ulticom or Trillium - but as for in-bound traffic, we send back on the same route, the traffic in input has to be load-balanced. Outbound traffic can be load-balanced normally


5.2 Operation & Maintenance

5.2.1 General

	5.2.1.1
	General
	C.
	

	Supplier shall co-operate to establish compatibility with equipment of other suppliers. Should SCM wish to make use of the services of third parties such as SW houses for this integration work, the supplier shall give necessary support.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.1.2
	General
	C.
	

	Please supply a complete list of all interfaces delivered with your products. Please describe each interface in detail.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.1.3
	General
	C.
	

	The system clock SHALL be synchronized by NTP-protocol
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.1.4
	General
	C.
	

	Please indicate the restart time.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.1.5
	General
	C.
	

	Please indicate the platform availability
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.1.6
	General
	C.
	

	The vendor must commit fully support for the integration of the APC System in SCM's O&M infrastructure.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.1.7
	General
	C.
	

	The APC System must be accessible remotely from any location, without any need for special local client software. (Tarantella Jump Station)
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.1.8
	General
	C.
	

	The vendor must guarantee to SCM the right to interconnect the APC system with any 3rd party system as they see fit without any additional fees
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.1.9
	General
	C.
	

	The vendor must indicate if the APC system includes or is based on any 3rd – party components. If yes, the vendor shall describe these in detail.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.1.10
	General
	C.
	

	The vendor must provide a detailed documentation of the standard maintenance procedures required for the APC system (SW & HW).
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.1.11
	General
	C.
	

	The solution must provide CLI (Command Line Interface) for local and remote system operation & maintenance.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.1.12
	General
	C.
	

	The solution must provide local and remote GUI (Graphical User Interface) for system operation & maintenance.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.1.13
	General
	C.
	

	A complete specification of the hardware type, operating system and middleware (such as embedded databases etc.) for the APC system must be provided.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.1.14
	General
	C.
	

	A list of possible APC system clients (such as WEB, X-Terminals, PC & SW emulators, workstations, etc.) must be provided.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.1.15
	General
	C.
	

	The vendor shall provide all information necessary for the correct dimensioning of the APC system.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.1.16
	General
	C.
	

	The vendor shall describe all available redundancy features in the APC system.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.1.17
	General
	C.
	

	The APC system must provide an “online help” which supports the operator with operational instructions and solution proposals.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.1.18
	General
	C.
	

	The APC System must maintain a log of all performed maintenance or user activities for later analysis.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.1.19
	General
	C.
	

	The APC system shall keep all the generated system fault information in a database or a file for a configurable amount of time. It shall also provide a functionality to post-process the fault information (e.g. filtering, correlating, fault history, fault statistics etc.).
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.1.20
	General
	C.
	

	The solution must provide debugging features for supervising any function supported by the system. The debug level must be configurable in several steps. The debugging information also needs to be logged locally.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.1.21
	General
	C.
	

	The vendor shall provide the specifications of all interfaces supported for interworking with other systems (i.e. protocol stack layers 1 to 7, specific application interfaces e.g. secure CORBA IIOP, SNMP, LDAP, HTTPs, etc.).
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.1.22
	General
	C.
	

	The vendor shall describe the recommended disaster recovery strategy for the solution proposed.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.1.23
	General
	C.
	

	The APC system shall provide automatic “housekeeping” features which allow the removal of data from the DB or file systems after a configurable time.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


5.2.2 Alarm

	5.2.2.1
	Alarm
	C.
	

	Alarm status shall be synchronized across all levels of the alarm/event chain
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.2.2
	Alarm
	C.
	

	Alarm status shall resynchronize when connectivity is restored after a failure.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.2.3
	Alarm
	C.
	

	As soon as the malfunction ceases, the alarm shall be cleared.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.2.4
	Alarm
	C.
	

	Alarm clearance shall be associated with the original alarm event and update the event status accordingly.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.2.5
	Alarm
	C.
	

	An operator shall be able to manually acknowledge/clear any alarm, with synchronisation being maintained. The system shall log the user who has performed the action(s).
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.2.6
	Alarm
	C.
	

	The severity levels shall compliant to X.733 (Critical=1, Major=2, …, Clear=5).
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.2.7
	Alarm
	C.
	

	Alarms shall be generated for all abnormal conditions of a network element or a service platform.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.2.8
	Alarm
	C.
	

	The alarms shall be at least related to:

· Hardware Faults

· Software Faults

· NE Performance

· Links/Interfaces Faults

· Power

Environment
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.2.9
	Alarm
	C.
	

	Alarm messages shall contain brief descriptions that adequately describe the abnormal condition, probable cause and impact.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.2.10
	Alarm
	C.
	

	All alarm descriptions shall be clearly documented in terms of their cause, impact and resolution.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.2.11
	Alarm
	C.
	

	Alarms shall clearly and accurately indicate related hardware or software components that are affected. If necessary, the information shall also enable field personnel to accurately identify the affected component to perform manual diagnostics on site.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.2.12
	Alarm
	C.
	

	Each distinct alarm shall have a unique alarm identifier.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


5.2.3 Interface to Umbrella Management System
	5.2.3.1
	INTERFACE TO UMBRELLA ALARM MANAGEMENT SYSTEM
	C.
	

	The APC system shall support the industry standards to integrate with a superposed umbrella Alarm Management system. In our case Micromuse Netcool is in use. The vendor shall describe this integration.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.3.2
	INTERFACE TO UMBRELLA ALARM MANAGEMENT SYSTEM
	C.
	

	The APC System shall support the industry standards to integrate with a superposed SLM system.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.3.3
	INTERFACE TO UMBRELLA ALARM MANAGEMENT SYSTEM
	C.
	

	The agent comprises the capability for clearing alarms, which were send by the agent before.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.3.4
	INTERFACE TO UMBRELLA ALARM MANAGEMENT SYSTEM
	C.
	

	An alarm resynchronization shall be supported.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.3.3.5
	INTERFACE TO UMBRELLA ALARM MANAGEMENT SYSTEM
	C.
	

	The vendor shall provide a complete specification of all alarm parameters, which may also be used as interface specification for 3rd party Systems (e.g. an “Umbrella Alarm Management” system).
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


5.2.4 User Profile
	5.2.4.1
	User profile
	C.
	

	The offered system shall provide access control for operators of the systems.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.4.2
	User profile
	C.
	

	The offered system shall provide managed Profiles/Privileges for operators of the systems.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.4.3
	User profile
	C.
	

	Individual User accounts for each user for accessing systems shall be possible.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.4.4
	User profile
	C.
	

	The system shall be able to allocate access to elements and features via "user types" and "profiles", i.e. different levels of access to different users. Please describe how this is supported.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.4.5
	User profile
	C.
	

	Individual user profiles shall be configurable to include and exclude specific commands and/or functions.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.4.6
	User management Operating System
	C.
	

	Running the application under Superuser (root) is not allowed. Superuser access is not intended for systemoperations and support.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


5.2.5 Security

	5.2.5.1
	Security
	C.
	

	The offered system shall maintain Security related historical information (e.g. user activity logs).
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.5.2
	Security
	C.
	

	The offered system shall protect customer data from any possible threat.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.5.3
	Security
	C.
	

	The offered system shall protect data from any possible threat.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.5.4
	Security
	C.
	

	The system shall be protected against unauthorised local or remote access. Please describe in detail.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.5.5
	Security
	C.
	

	User passwords have to be stored encrypted.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.5.6
	Security
	C.
	

	It shall be possible for the System administrator to define the maximum number of unsuccessful log-in attempts before a user is locked out.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.5.7
	Security
	C.
	

	Each activity shall be logged individually.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.5.8
	Security
	C.
	

	The contents of the audit log files shall be protected against manual modification even by the superuser.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.5.9
	Security
	C.
	

	Please describe in detail which measure to analyse the log files (e.g. filtering, creation of reports, automated alarms on special events, etc.) are available?
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.5.10
	Security
	C.
	

	Archiving logging data on removable storage media in a compressed format shall be supported.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


5.2.6 Remote Access

	5.2.6.1
	Remote access
	C.
	

	Remote access by vendors shall adhere to local security procedures.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.6.2
	Remote access
	C.
	

	Each access to the system via a remote maintenance interface shall be logged.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.6.3
	Remote access
	C.
	

	Describe local and remote access for users
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


5.2.7 Reporting
	5.2.7.1
	Reporting
	C.
	

	Measurements of peak performance/resource usage per time unit (e.g. hour) and subsystem shall be available.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.7.2
	Reporting
	C.
	

	Measurements of the mean performance/resource usage per time unit (e.g. hour) and subsystem shall be available.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


5.2.8 Software

	5.2.8.1
	Software
	C.
	

	Please describe each SW management procedure and impact on the service caused by them and give an indication of how often they might occur.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.8.2
	Software
	C.
	

	It shall be possible to download a new version of the software locally. 
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.8.3
	Software
	C.
	

	It shall be possible to restore a previous software release in case of software malfunction.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.8.4
	Software
	C.
	

	It shall be possible to download a new version of the software remotely.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


5.2.9 Backup / Restore

	5.2.9.1
	Backup / Restore
	C.
	

	It shall be possible to back up and restore the network element configuration data.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.9.2
	Backup / Restore
	C.
	

	It shall be possible to restore the network element configuration data from previous backups.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.9.3
	Backup / Restore
	C.
	

	It shall be possible to remotely back up and restore the network element configuration data.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.9.4
	Backup
	C.
	

	For system and database backup, the existing backup environment will be used. No additional backup solution is accepted due to complexity and operations cost.

The system has to support SUN Legato Client for automatic backup.
	P.C.
	

	
	N.C.
	

	Remark:
	
	
	
	
	
	
	

	


	5.2.9.5
	SAN
	C.
	

	Backup is done via SAN. “Veritas Volume Manager” is handling with the external discs.
	P.C.
	

	
	N.C.
	

	Remark:
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		IMEI-Nummer		Verkaufsdatum		Garantiedauer		VerkaufsID		Materialnummer		Materialbezeichnung

		359876541236985		10/13/04 9:06		12		797553891		81884		NOKIA 6820 DEUTSCH

		356987412547896		10/13/04 9:12		12		794010772		81886		NOKIA 6820 ITALIENISCH

		356987123691478		10/13/04 9:14		12		786005895		78801		SONYERICSSON T230 STEEL BLUE

		356987563269874		10/13/04 9:32		24		794101788		79805		MOTOROLA V525

		351232123652365		10/13/04 9:17		12		793530719		70686		NOKIA 3410

		356987456321456		10/13/04 9:40		12		793111563		83095		MOTOROLA MPX200

		356423698532145		10/13/04 9:38		12		796458255		74241		NOKIA 6100 LIGHT BLUE






_1170663640.vsd
APC
Platform


Business Logic


External Application Interface


PUSH


PULL


Interface to Trigger External Systems based on Flexible Business Logic and Information elements. E.g.

1> OTA DMS
2> MMSPA


Interface for external systems to query Information elements from APC based on Information Elements as key. E.g.

1> CuC Front-End
2> POS Self Care


Ext. DB Access 1


Interface to query external DB containing IMEI list of SCM Pre-Configured dispatched through POS.
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Overview

		Use Case with new triples		OTA**		IMEI		IMSI		MSISDN		MMSC		Ready to use - use cases

		new handset, old SIM		y		new		old		old		y*		2,3,7,8

		new handset, SIM replaced		y		new		new		old		y*

		new handset, new MSISDN		y		new		old		new		y

		new handset, new SIM		y		new		new		new		y		1,4,5,6,9

		SIM replaced		n		old		new		old		n

		new MSISDN		n		old		old		new		y

		new contract		n		old		new		new		y

		y* = if MMS capability has changed

		** = send only if not preconfigured





Details

		Parameters				Input																				Output

						Triplet								Capabilities						History

		Use Case after customer switched on mobile phone				IMEI		IMSI		MSISDN		#		MMS capable		OTA capable/ available		Preconfigured		Previous MMS capable		Already MMSC prov		Triplet known		Send OTA		MMSC prov		Welcome MMS

		A		no change, i.e. mobile phone switched on again		old		old		old				*		*		*		*		*		*		n		n		n

		B		SIM card replacement		old		new		old				*		*		*		*		*		*		n		n		n

		C		new handset, old SIM card		new		old		old		1		y		*		y		n		*		n		n		y		y

												2		y		y		n		n		*		n		y		y		y

												3		y		n		n		n		*		n		notif. 1		y		n

												4		y		*		*		n		y		y		n		MMS		n

												5		y		*		*		n		n		y		n		y		n

												6		y		*		*		y		*		y		n		n		n

												7		n		*		n		y		y		*		n		Legacy		n

												8		n		*		n		y		n		*		n		n		n

												9		n		*		*		n		*		*		n		n		n

												10		n		*		*		y		y		n		notif. 2		Legacy		n

												11		n		*		*		y		n		n		n		n		n

												12		y		*		y		y		*		n		n		y		y

												13		y		y		n		y		n		n		y		y		y

												14		y		y		n		y		y		n		y		n		n

												15		y		n		n		y		n		n		notif. 1		y		n

												16		y		n		n		y		y		n		notif. 1		n		n

														notif. 1 = not OTA capable, configure manually

														notif. 2 = you use now a non MMS terminal, forwarding to MMS box

		D		new handset with SIM card replaced (MSISDN remains the same)		new		new		old				see "new handset, old SIM"

		E		new handset and new SIM card		new		new		new				only these cases can occur						n		n		n		see "new handset, old SIM"

		F		new handset, new MSISDN		new		old		new				see "new handset, new SIM"

		G		new contract, old handset		old		new		new		1		y		*		*		*		n		n		n		y		y

												2		n		*		*		*		n		n		n		n		n

														all other combinations are not possible

		H		new MSISDN, old SIM card and old handset		old		old		new				see "new contract"

		* = don't care
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